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Figure 2: Labeled points and the first decision stump. The arrow points in the positive
direction from the stump decision boundary.

2.2 (4 points) Will the second stump receive higher coe�cient in the ensemble than the
first? In other words, will ↵2 > ↵1? Briefly explain your answer. (no calculation
should be necessary).

Problem 3

Here we are estimating a mixture of two Gaussians via the EM algorithm. The mixture
distribution over x is given by

P (x; ✓) = P (1)N(x; µ1, �
2
1) + P (2)N(x; µ2, �

2
2)

Any student in this class could solve this estimation problem easily. Well, one student,
devious as they were, scrambled the order of figures illustrating EM updates. They may
have also slipped in a figure that does not belong. Your task is to extract the figures of
successive updates and explain why your ordering makes sense from the point of view of
how the EM algorithm works.
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