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Figure 3: The first decision stump that the boosting algorithm finds.

Problem 5
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Figure 4: Training set, maximum margin linear separator, and the support vectors (in
bold).

1. (4 points) What is the leave-one-out cross-validation error estimate for
maximum margin separation in figure 4? (we are asking for a number)

2. (T/F – 2 points) We would expect the support vectors to remain
the same in general as we move from a linear kernel to higher order
polynomial kernels.

3. (T/F – 2 points) Structural risk minimization is guaranteed to find
the model (among those considered) with the lowest expected loss
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