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(e) Which attribute do you split on?

Solution: Home Owner, which has the highest information gain.

2. CMU 15-381 Fall 2001 Homework 5, Problem 3

Consider the following decision tree:

15-381 - Fall 2001
Homework 5

Due: Thursday, November 15, 2001

Problem 1: Decision Tree Learning Exercise 18.3, textbook.
Problem 2: Decision Tree Learning
You have a decision tree algorithm and you are trying to figure out which attribute is the best

to test on first. You are using the “information gain” metric.

• You are given a set of 128 examples, with 64 positively labeled and 64 negatively labeled.

• There are three attributes, Home Owner, In Debt, and Rich.

• For 64 examples, Home Owner is true. The Home Owner=true examples are 1/4 negative
and 3/4 positve.

• For 96 examples, In Debt is true. Of the In Debt=true examples, 1/2 are positive and half
are negative.

• For 32 examples, Rich is true. 3/4 of the Rich=true examples are positive and 1/4 are negative

(a) What is the entropy of the initial set of examples?

(b) What is the information gain of splitting on the Home Owner attribute as the root node?

(c) What is the information gain of splitting on the In Debt attribute as the root node?

(d) What is the information gain of splitting on the Rich attribute as the root node?

(e) Which attribute do you split on?

Problem 3: Decision Tree Learning
Consider the following decision tree:
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(a) Using the above decision tree, classify the following examples. Note that the numbers next to
the +/- classification tell how many examples reached that point during the training of the
tree (you will need that information for the next part of the problem).

1

Using the above decision tree, classify the following examples. Note that the numbers next to
the +/- classification tell how many examples reached that point during the training of the
tree.

Size Color Shape Smell Classification
small green square pine +

large blue square pine +

medium green circle rotten egg -

medium red square lemon +
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Figure 2: h1 is chosen at the first iteration of boosting; what is the weight �1 assigned to

it?

1. (3 points) Figure 2 shows a dataset of 8 points, equally divided among

the two classes (positive and negative). The figure also shows a particu-

lar choice of decision stump h1 picked by AdaBoost in the first iteration.

What is the weight �1 that will be assigned to h1 by AdaBoost? (Initial

weights of all the data points are equal, or 1/8.)

2. (T/F – 2 points) AdaBoost will eventually reach zero training error,

regardless of the type of weak classifier it uses, provided enough weak

classifiers have been combined.

3. (T/F – 2 points) The votes �
i

assigned to the weak classifiers in

boosting generally go down as the algorithm proceeds, because the

weighted training error of the weak classifiers tends to go up

4. (T/F – 2 points) The votes � assigned to the classifiers assembled

by AdaBoost are always non-negative
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