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Splitting with spheres

5. (10 points) Here is a different way to make decision trees for classification problems in which
the inputs x(i) are in Rd. At each node, instead of selecting an attribute xj to split on, we will
select a data point x(i), and will form the split by making a sphere of radius r around that
point. So, a test will be of the form

kx- x

(i)k > r

where both the example x

(i) and the radius r can be chosen. Note that a split describes a
sphere in the entire d-dimensional space.

One branch of the decision tree will go on to address the points that are inside the sphere and
the other branch will address the points on the outside of the sphere.

We will assume that the outputs y(i) are in {+1,-1}.

(a) Is it possible to find a tree with zero training error for any data set in this representation?
If so, explain how. If not, explain, why not. Your explanation should fit in the box.

Solution: Yes. You can always end up with a sphere around each individual point
with the appropriate label, at the leaves.

(b) Given the data shown below, and using misclassification error to greedily select the splits,

• Draw a decision tree in the blank space to the right of the diagram. Indicate exactly
which data points are in each leaf of the tree.

• To show the splits, indicate the x

(i) for each test in the internal node of the tree, and
indicate the r for each test by drawing the corresponding circle in the data diagram
on the left (it’s fine if your circles are not perfect).
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