
Problem 1
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Figure 1: Labeled training points for problem 1.

Consider the labeled training points in Figure 1, where ’x’ and ’o’ denote positive and
negative labels, respectively. We wish to apply AdaBoost with decision stumps to solve
the classification problem. In each boosting iteration, we select the stump that minimizes
the weighted training error, breaking ties arbitrarily.

1. (3 points) In figure 1, draw the decision boundary corresponding to the first decision
stump that the boosting algorithm would choose. Label this boundary (1), and also
indicate +/- side of the decision boundary.

2. (2 points) In the same figure 1 also circle the point(s) that have the highest weight
after the first boosting iteration.

3. (2 points) What is the weighted error of the first decision stump after
the first boosting iteration, i.e., after the points have been reweighted?

4. (3 points) Draw the decision boundary corresponding to the second decision stump,
again in Figure 1, and label it with (2), also indicating the +/- side of the boundary.
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